
Bus Adm 216: Linear Regression Activity (Car insurance claims) 

Dataset – variable description: 

 
Model 1a - Average cost of Claims (using entire 

dataset) 

 

 

 

 
 

 

Model 1b - Number of Claims (using entire 

dataset) 

  

 

 

 

bansalg
Sticky Note
We have three outliers here. There z values are greater than 3. It seems that these three outliers have y values i.e. cost of claim values greater than $600.

bansalg
Sticky Note
Looks like we have slight violation of normality assumption. It looks like the graph is slightly right skewed.

bansalg
Sticky Note
I think we have slight violation of normality assumption here. It looks like right skewed.

bansalg
Sticky Note
Linearity is met. There is no curve, hence linearity seems to be met.The equal variance assumption also seems to be met. The dots do not fan out in a triangular fashion showing that the variances are all equal through out. 

bansalg
Sticky Note
In this activity we have three x variables: AGE of the policy holder, AGE of the car, and Type of Vehicle. We are predicting cost of claims  using the entire dataset in model 1a. We are predicting number of claims using the three x variables and the entire data set in model 1b. In Model 2a and 2b we are using the same variables as in 1a and 1b but we are not using the entire dataset. We have removed three observations which have cost of claims higher than $600 from our dataset before we computed models 2a and 2b.

bansalg
Sound Attachment
Sound Clip (2282 KB)

bansalg
Sticky Note
The y variable is average cost of claims.The x variables are:policy holder age, vehicle group and vehicle age.

bansalg
Sticky Note
The y variable is number of claims.The x variables are:policy holder age, vehicle group and vehicle age.

bansalg
Sticky Note
Looks like vehicle group is not related to number of claims. The p value is higher than alpha, hence we fail to reject H0. Thus we conclude that we do not have evidence that vehicle group and number of groups are related.

bansalg
Sticky Note
The p values for all the t tests are lower than alpha. This shows that all the x variables are related to the y variable i.e. cost of claims.



Gb 

With three possibly outlier observations deleted 

(claim cost is now set to be less than 600). 

Model 2a: Average cost of Claims 

 

 

 

 

 
 

With three possibly outlier observations deleted 

(claim cost is now set to be less than 600). 

Model 2b: Number of Claims 

 

 

 

 
 

 
Questions: 

Comment on the regression assumptions in all the four models. 

Write the regression equations from models 2a and 2b. 

Comment whether deleting the three outlier observations helped predict average cost of claims better or not? 

Interpret b1, b2, and b3 in model 2a. 

Interpret coefficient of determination 2a and 2b. 

Which one is better – 1a or 2a? Why? 

Which one is better – 1b or 2b? Why? 

Using 2a, compute estimated cost of claims if the age group is 6, vehicle group is 2 and the vehicle age group is 4.  

Using 2b, compute estimated number of claims if the age group is 6, vehicle group is 2 and the vehicle age group is 4. 

Interpret f test in 2a and 2b. 

Find the p value of f test in 2a. 

Find the p value of all the t values in 2a. 

What are the sample sizes in 1a and 2a? 

Why do you think vehicle group is significantly related to cost of claims but is not related to the number of claims? 

bansalg
Sticky Note
R square in model 2a is higher than in model 1a.

bansalg
Sticky Note
Model 1a and 2a are identical - the only difference being that in 2a we have removed the three outlier observations which were evident in the scatter plot in model 1a. The three values had cost of claims value greater than $600. We removed those cases from SPSS for 2a. 

bansalg
Sticky Note
Removing the three values with higher than $600 cost of claims from the dataset doesnt seem to have much of an impact on number of claims estimation. The R square is almost similar in models 1b and 2b.

bansalg
Sticky Note
Linearity and equal variance assumptions seem to be met. The scatter plot looks almost similar to the one in model 1b.

bansalg
Sticky Note
The histogram appears to be slightly right skewed. I think we have slight violation of normality assumption here. 

bansalg
Sticky Note
R square or coefficient of determination is .402 or 40.2%

bansalg
Sticky Note
sample size in 2a is 120. It is df total + 1 = 119+1 = 120.

bansalg
Sticky Note
2a is better than 1a because the R square is higher in 2a. Also the assumption of normality and equal variance appears to be met clearly in 2a than in 1a. 

bansalg
Sticky Note
Normality is met better in 2a than in 1a. Normality assumption is met to the same degree in 1b and 2b. Normality is perfectly met in 2a. Slight violation is seem in 1a, 1b and 2b. Linearity - is met except for 1a.Equal variance - is met clearly in 1b, 2a and 2b. In 1a we need to get rid of three outline observations in order to examine the assumption better.

bansalg
Sticky Note
Regression equation: 2a:estimated amount of claim (y hat) = 316.711 - 4.651 (policy holder age) + 23.175 (vehicle group) - 54.126 (vehicle age)Equation 2b:estimated number of claims (y hat) = 132.994 + 14.658 (policy holder age) - 6.136 (vehicle group) - 45.826 (vehicle age).

bansalg
Sticky Note
We think it did help. R square went up from .467 to .653. The normality assumption seems to be met better in 2a than in 1a.

bansalg
Sticky Note
Interpret b1 in 2a.As policy holder's age group increases by 1, estimated average cost of claims decreases by 4.651 keeping the vehicle group and vehicle age constant.

bansalg
Sticky Note
Coefficient of determination in 2a:R square is .653.The model is good since the R square is close to .70.The three  x variables i.e. age of the policy holder, vehicle group and age of the vehicle explain 65.3% variability in estimated cost of claims.

bansalg
Sticky Note
1b is better because it has higher R square. In terms of assumptions there is no marked difference in 1b and 2b.

bansalg
Sticky Note
$118.65Explanation:316.711 + (-4.651 x 6) + (23.175 X 2) - (54.126 x 4) = 118.65

bansalg
Sticky Note
Interpreting f test in 2a:The p value for the f test is less than alpha i.e. .05.When the p value is low we reject H0. Thus,Interpretation:We have the evidence that at least one of the x variables i.e. policy holder age, vehicle group and vehicle age has a significant relationship with the estimated cost of claims.

bansalg
Sticky Note
F test interpretation in 2b:We have the evidence to conclude that one of the following x variables i.e. policy  holder age, vehicle group and vehicle age has a significant relationship with estimated number of claims.Note: (We can say so because the p value for the f test is lower than alpha, and we reject H0)

bansalg
Sticky Note
Because if a more expensive vehicle crashes the average cost of claim goes up, but still it is just one crash. 

bansalg
Sticky Note
Lets find the p value for b1. The t value is -2.279. For t test we always use the positive t value with our T tables. The df we use with t tables is always Df denominator i.e. 116 in this case. The t table for df inifinity says that the area in the upper tail lies between .025 and .01. Since all t tests in Regression are two tail tests, the p value is obtained by multiplying the area times 2. Thus the p value from t table is "between .02 and .05".

bansalg
Typewritten Text

bansalg
Typewritten Text
Use F table to find the p values here.

bansalg
Typewritten Text

bansalg
Typewritten Text
Use T table to find the p values here.

bansalg
Typewritten Text

bansalg
Typewritten Text

bansalg
Typewritten Text

bansalg
Sticky Note
Vehicle group is not related to number of claims. The p value is higher than alpha thats why we can say so.




